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2EDEK - 2 Objectives and Outline of the Course

H | BRI, SEIEAHE - BAE - ERHIOBONIBAUEEI T -2 5, #HE - REICL Y EREEST, 20
BRI, ERRICH T 2HEREHY - BELHICET2ERILEL D, RERTIE. JOBEXZTH - BEHHICET 2ELAEE
ICDOWTEBAL., RIC, #TE - RAFBEDEARNAEER F % RRT 5,

I | Mathematical statistics enables us to draw conclusion by estimation or statistical test from data including randomness or
uncertainty, such as arising from observation, investigation, or experimentation. The understanding of the concepts of random
variable and random distribution is essential. Starting from the elementary probability theory, the standard techniques for
estimation and statistical test are examined.

F2BDEEBRE Learning Objectives

H | #XZH - BELFICHT 2EAFETERET 5,

HFEICBEYT 2 EAREZERY 5,
RERIREICRE T 2 EAREZERT 5,
& | To understand basic theories of random variables and probability distributions.

To understand basic theories of statistical inference.
To understand basic theories of statistical hypothesis testing.

E}

BIEDERE O MEZE / Fulfillment of Course Goals (JABEE ES&ERIH b &)

=
H
E2




12061149_frat#oe

RETEIER Course Plan

No. 15 B Topics A Content
1 B | #X (1) WRDEZT., HREM, EEREHK
& | Probability (1) Probability, probability space, random variable
2 B | #% (2) S ERER, BROMIUIME. M XDER
& | Probability (2) Conditional probability, independence of events, Bayes theorem
3 H | BB REER ST BERCIUEER AR, 9. 8L ZHESYM. LESH. KTV UHH
Z | Discrete probability | Discrete probability distribution, mean, variance, binomial distribution, multinomial
distributions distribution, Poisson distribution
4 B | EHEEERSE (1) E RS, EEBERK. TH. 98 —&kom. BESH
= | Continuous probability | Continuous probability distribution, probability density function, mean, variance,
distributions(1) uniform distribution, exponential distribution
5 B | ERAEERS S (2) EMRDH, BEREZHOBEBOERS
Z | Continuous probability | Continuous probability distributions(2)
distributions(2)
6 B | E—Xx>+h BRETHDE—X > b, ERESEK
= | Moment Moments of random variables, moment generating function
7 B | 2kTHEESH (1) 2 RITHERZTR, 2 RuuEERN T, BiHH. RESHEY. RNZERK. F15 - o
BUCEEY 5=
% | 2-dimensional probability | 2-dimensional random variables, 2-dimensional probability distributions, marginal
distributions (1) distributions, joint distribution functions, joint probability density functions, formulas
for mean and variance
8 B | 2kTHEES R (2) ST EBERK. ST EFEY - S8 BEEXREHOMIIE
% | 2-dimensional probability | conditional probability density funcions, conditional mean and variance,
distributions (2) independence of random variables
9 B | 2kTHEESH (3) HABEEBR. 2 RTERDH
% | 2-dimensional probability | Covariance and corelation coefficient, 2-dimensional normal distribution
distributions (3)
10 | B | ER®EH»EBINDE DT BERIER, NMRHBL. HA 2F|ENHE. tHH. FoOh
Z | Distributions obtained from | Random sample, unbiased variance, chi-square distribution, t-distribution, F-
normal distributions distribution
11 H | RREEE FrErlz 7ORER, KREOEL, FORBER, ZIEAHOERSTICL BB
Z | Limit theorem Chebyshev's inequality, Central limit theorem, approximation of binomial distribution
by normal distribution
12 | B | fetaoEE (1) WETEEDE R A, RHlEE. RALHEE
& | Statistical estimation (1) Principle of statistical estimation, point estimation, maximum likelihood estimation
13 | B | fHEtaoE (2) XEHEDE R A, BFH - BoMOXEHE
Z | Statistical estimation (2) Principle of interval estimation, estimation of population mean and population
variance
14 B | R&t&E (1) REREDNDER A, H1E-E2EDNRY
& | Test of statistical hypothesis | Principle of test of statistical hypothesis, error of the first and the second kinds
(1)
15 | B | k&&E (2) B - BHOBOKRE
= | Test of statistical hypothesis | Test of population mean and population variance

(2)

B1E5 Prerequisite(s)

H [ERARAT |- 1) TRRARERE |- 1] T38| - 1) [BRE | 2BEEAE-IEEEFTHLIENLEE L,
I | Itis advisable that the students have taken “Basic Calculus | and 11", “Linear Algebra | and II”, “Exercises in Mathematics |

and 11" and “Calculus I”.
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H | #REZLHIESIFZCHRERABZOMBIC OVTEBARTICEET 2D, SENMBLEICIGLTEBT 22 L #BERO/ — FEEY .
BREZTS L, BERANDEREHBEICOVWTIEEATRVWTASLZ L, EREOFHIC 1 FBRHE. BFIC 2 KMot TR
DEMBOIEHRZET 5,

ARB I DEBEFERERVCERER] C0BELNH S,

o= | For each lecture, you are required to spend at least 1 hour for preparation and 2 hours for review, in addition to preparation
for the final exam. It is strongly recommended that you take notes for each lecture.
This class is related to the class " "Laboratory Work in Basic Physics".

HHE CERS - BRES - MEEE [HAY0ER] B¥#E

B O

Text book: " "Toukeigaku no kiso" written by Kurisu Tadashi, Hamada Toshio and Inagaki Nobuo, Shokabo.

B | #HERICHTARROKEL. BEPICET LA FOBRISIGLC TFHET %, LAR— MEEEITL, RBROBRE 70%, LK—
b OFER%E 30% & LCEHET S,
%= | Grades will be based on the result of both the reports (30%) and the final exam (70%). Reports will be assigned several times

during lectures.

= LR—bME, XEZ5IBT5KL. 5|REMABRICHONS LIl HBEZREHT I L, EEZBA5IRIIELZ L, 518
BOFRFAEEDTHELARNT &,
ADMERR LIz R— b2 BAMER LT LTIRHELAWT &,

= | You are required to clarify citations in your reports. You cannot submit reports written by other people as your reports.
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