12260033_Al - 7—& %4 T ZIGH

2020 EET Z /R R
RIB 9 %E/Subject Categories

IR /Faculty /T E&%E : /School of Science and | S%EERI/Availability /% :/Available
Technology

FI5% /Field /& 5t T 8 : /Academic Field of | X /Year /34X :/3rd Year
Engineering Design

sBf2% /Program /BT P22 - SBIZHFIRIE : /Specialized | % H/Semester /%5 H8 : /Second term

Subjects for Undergraduate Program of
Information Science
4348 /Category /:/ f2 3 i8R /Day & Period | /7 2 : /Wed.2

FIB 1B /Course Information

B &S 12223201

/Timetable Number

REES 12260033

/Course Number

BA7#/Credits 2

IR RE ##&E : Lecture

/Course Type

2 7 X /Class

RERBEZ Al - F—%&4% A T ZI5A : Application of Al and Data Science

/Course Title

BLKEL /IR EF/LA &% : NOBUHARA Shohei/YAMAMOTO Koji

/ Instructor(s)

% Dfih/Other A x—=ry 7RER | BEREREN o —X2ME | PBLE®ERE Project DX JER®E
B Internship £ IGP Based Learning ICT Usage in Learning

O

EERBROH BB I &
LYY=

Practical Teacher
BEFNY T B_1S3330

/Numbering Code

BEDBR - IE Objectives and Outline of the Course

B | Al (ATHIgE) & IEAMOITS MAES A B TRIRT 27-00FEMTH D, ZORULHBRBRFNTHI2ERFT T, T—X
NOETLEHEHT TR YA TV RDIGANBTH D, RBERTIE, FRLAABHPBEF ROV TRERZ LT, AIBLUT
— AV ATV RADIGAAEZBZIIOIFS 2 L BiET,

Al (Artificial Intelligence) is a technology that enables machines to realize the intellectual activities performed by humans.

i

Machine learning, a central element of Al, is an applied field of data science that derives models from data. In this lecture,
by learning about various machine learning methods, students will acquire applied skills in Al and data science.

i

FEDEEBIZE Learning Objectives

H | BHFEOEANLFIEZRATE %,

BEH Y FBON DD DFREZFEVDT DI ENTE S,
BERLFZBOWCODWDFREZFENDTEZENTE S,

Z | To be able to explain the basic process of machine learning.
To be able to use some supervised machine learning methods.
To be able to use some unsupervised machine learning methods.
B BFIEDEMEDFHMEEX / Fulfillment of Course Goals (JABEE BEERI B D &)
H
ES
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REEHEEE Course Plan

No. IEH Topics AZ Content
1 B | #iEF2EOME T E O 2EREIBRT 2,
% | Introduction to machine | To learn the overview of machine learning.
learning
2 B | koo (1) LDA, PCA, #—JL PCA 2 ¥ DRITEMBFEZFN
& | Dimensionality reduction (1) To learn basics of dimensionality reduction methods including LDA, PCA, and kernel
PCA.
3 B | kotkEsE (2) FA, MDS, t-SNE & & ORTTEMF £% 28
& | Dimensionality reduction (2) To learn basics of dimensionality reduction methods including FA, MDS, t-SNE.
4 A | svMm, SVR YR—bIRT P EON DB ERIBICOVTRER
= | SYM and SVR To learn classification and regression based on support vector machines.
5 B | 7>y 7u%® (1) REARCTVELT LA MIDOWTER
% | Ensemble methods (1) Ensemble methods (1)
6 B | 7>y r7Lz8d (2) AdaBoost, Gradient boost (2D WL TS
% | Ensemble methods (2) To learn basics of ensemble methods including AdaBoost and gradient boosting.
7 B|2772%2U>v7 (1) k-means, BB Z X2 IRETTREY Y IFERIIOVDTER
Z | Clustering (1) To learn basics of clustering algorithms including k-means and hierarchical clustering.
8 H| 772207 (2) Mean-shift & & D o 7 X & U > FFREIZDOVWTER
Z | Clustering (2) To learn basics of clustering algorithms including mean-shift.
9 B | &t RABKTIR, Levenberg-Marquardt /&7 & OEFRBILFEIC D WTER
Z | Continuous optimization To learn basics of continuous optimization algorithms including gradient descent and
Levenberg-Marquardt.
10 | B | BgsEt 727 hv b, Belief-propagation 72 & DBtERBEL FEICDOWTER
% | Discrete optimization To learn basics of discrete optimization algorithms including graph-cuts and belief-
propagation.
11 | B | B35 — % #47 ALY T AR, R=F 4 ZILT 4 INREEEDRINT — R FEICOVNTER
% | Sequencial data analysis To learn basics of sequential data analysis algorithms including Kalman filtering and
particle filtering.
12 B | #EF%E (1) CNN, RNN 4 EEBRNAR =2 —F L2y b7 =7 DEEICDOWVTESR
% | Neural network (1) To learn basics of neural network architectures including CNN and RNN.
13 | B | ®EZE (2) Transformer R EEBH R -2 —F L2y b7 =7 DEEICOVTER
% | Neural network (2) To learn basics of neural network architectures including Transformers.
14 B | ¥#EH Y FE BEMdH ) FBEHEG LFZBORBENAFEEMEMITONDFHEMH Y FEICDOW
TES,
% | Semi-supervised learning To learn semi-supervised learning that can be considered an intermediate method of
supervised and unsupervised learning.
15 B | ®t¥E WICEDWTITRAZEE T 28EFBICOVTER,
& | Reinforcement learning To learn reinforcement learning method which is the process of learning an action
based on a reward.

B1E5 Prerequisite(s)

H | 2RO EHEEFIBICOWT Python TOI—FT 4 VI N TEDZLAENRET S, BERPISCEEOHEERIT22hH D
DTEEAVR—%y MERINZZ Yy Ty T PCEFS TR ENEE LY, 70 Al T—R YA TV REREEELT
WBZEHNEF LW,

Bt

Students are expected to be able to code in Python for basic machine learning procedures and are encouraged to bring their
own laptops (with Internet access) for in-class programming exercises. Students are expected to have taken "Fundamentals
of Al and Data Science" course.

BERBAYE (T8 - 68D |
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H | Python®a—7 4 v JICL 2 EEBELHET 2,
% | Python programming exercises will be assigned.

H | #&}=E : Sebastian, Liu, and Mirjalili & : Python %% 7’075 2 >4 [PyTorch &scikit-learn #7], 4 > 7L X, 2022,
(https://github.com/rasbt/machine-learning-book)
SEE RAMLE 7V =V 7 TR LD DIEBEBEAM (B 2 , FRILHAR, 2018.
SEE  E%—, HNETFE, BEAETE: 707 I 08B Python 2023, &K, 2023. (http://hdl.handle.n
Z | Textbook: Sebastian Raschka, uxi (Hayden) Liu, and Vahid Mirjalili, Machine Learning with PyTorch and Scikit-Learn Book,

2022. (https://github.com/rasbt/machine-learning-book)
Reference Book: Masahiro Araki: Introduction to Machine Learning using free so

HERE (50%) BLUFHRICHTRBOME (50%) IC& 25,

This course will be graded on the basis of assighments (50%) and an end-of-semester exam (50%).

[FIGETH] (2022 £E £ CHHE) OBEUABREBLTVWSHDIF, COEROBEUNEAREBTEAVOTEERTL I L,

Note that those who have received credit for "Intelligent Engineering" (offered before 2023) will not receive credit for this
lecture.

w



