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RIB 9 %E/Subject Categories

FER%E /Faculty /REBRTERPIAAR (FLaf#RE) | SEERB/Availability | /%5 :/Available

/Graduate  School of Science and
Technology (Master's Programs)

1% /Field /# E T %1 : /Academic Field of | £X/Year /1~2%RK : /1st through 2nd
Engineering Design Year
sBF2% /Program /& T FHEIK : /Master's Program of | SHi/Semester /%6 1 94-% : /First quarter

Information Science

48/Category /%8RB : /Courses 2 3 588 /Day & Period | /B 3//A&3:/Mon.3/Thu.3

FIB 1B /Course Information

B &S 62201301
/Timetable Number
REES 62260006
/Course Number
BA7#/Credits 2
IR RE ##&E : Lecture
/Course Type
2 7 X /Class
RERBEZ v a1—4%Y A7 LFER : Computer Systems, Advanced
/Course Title
BEYHKEL /FHE  18E : HIRATA Hiroaki
/ Instructor(s)
% Dfih/Other A x—=ry 7RER | BEREREN o —X2ME | PBLE®ERE Project DX JER®E
B Internship £ IGP Based Learning ICT Usage in Learning
O
EBREBEOBH HHEIT & O BETOF—T7IAVE1—RT—FT U e L TOEBRBZE
LYY= ML, ARBORRICET 2EREZT.
Practical Teacher

BBy T M_1S5222
/Numbering Code

BEDBR - IE Objectives and Outline of the Course

H | 7Rty Y 7—FT77F v, v 21— T7—FT/Fv&, ZOFK - FHEFRIIOVWTHRT 2, #BHEANBROF—7 —
FELTIEEHLARNILOBELELRSZHLDLEATVLIN, TNONED LS BEMAZEEICHFZ LS L TBBLTWSZ %
RIS, FEBBICERZBEVTLYBRITO L RIL TR ZMZ %,

% | Learn at the design philosophy level about processor architectures, parallel computer architectures, and evaluation of these
architectures. Some keywords in this subject should be taught at undergraduate schools. Assuming that what they mean has
been already learned as knowledge, discuss the possibility to develop new techniques through the inspiration from design
concepts and backgrounds of current or past techniques.

FEDEEBIZE Learning Objectives

H | 7Rty Hicsrd vy ranLBomitEia A TE 5,
AVEa2—RVRTLEFICB T ANA—FT7 7 - Y7727 L —FF 7 %% BROBIH OHATE 5,
WHAV 21— REERT D-HDERRIMZINEL, ZDOER - e HEBRZRIATE %,
WH AV 21— T—F T/ F v EHHNT R T IV IR EDBEREHNBATE 5,

= | To become capable of explaining the instruction processing techniques to enhancing the performance of processors.

To become capable of explaining the hardware-software tradeoffs from the viewpoint of the design philosophy.

To become capable of listing up the elemental techniques to design the parallel computer hardware and explaining each
purpose and function of them and the interrelationships among them.

To become capable of explaining the relationship between parallel computer architectures and parallel programming

techniques.
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B EEDERE DFHMEEXE / Fulfillment of Course Goals (JABEE &Rl B D &)

=
H
z

REETEIER Course Plan

No. 15 B Topics AZA Content
1 H| 78ty ¥ 7—F77Fv(1) wEEy T —F T F v OB, RISC & CISC
= | Processor architecture (1) comparative study on instruction set architectures, RISC and CISC
2 H| 78ty Y 7—F77Fv(2) wE L ALATNE, VLW v > v
& | Processor architecture (2) Instruction-level parallel processing, VLIW machine
3 B | 7ty 7—*%70F+vQ3) | A—nXAZ7AtEvHY
Z | Processor architecture (3) superscalar processor
4 B | 7ty Y 7—%70Fv@4) | YL FALy R7ALYy S T7—FF0F v
= | Processor architecture (4) multithreaded processor architecture
5 B | 7A€y37—*%77F+v((5) | 2IEFH. 7—2EFA. REET
| Processor architecture (5) Processor architecture (5)
6 B | 7ty Y 7—F727F v (6) Ry IV SIMD 4%
| Processor architecture (6) vector processing, SIMD instructions
7 B | &3 — R8s YRRRTYa2a—Urd FL—RRTVa—-Uvs
Z | Static code optimization (1) list scheduling, trace scheduling
8 H | #1920 — FsEk©2) VI NTLTRAT A4 =0T BEIRS b
Z | Static code optimization (2) software pipelining, automatic vectorization
9 B | &7 —%77F+ (1) JAFTRE Y HOUEETIL
% | Parallel computer architecture | performance models of multiprocessors
(1)
10 | B | #NT7—FF727F+(2) HEREE
Z | Parallel computer architecture | interconnection network
(2)
11 | B | #7—F77F%(3) HEXATY, 984T, HEHEATY
% | Parallel computer architecture | shared memory, distributed memory, distributed shared memory
(3)
12 | B | B 7—*T77F v @) Fryiaab—LYREE, XEYAVIRTYIET I
% | Parallel computer architecture | cache coherency, memory consistency model
(4)
13 | B | £N7—FF72F v (5) EHEE, PV aFXEY
& | Parallel computer architecture | synchronization mechanism, transactional memory
(5)
14 B | #57—*%72F v (6) WHTATZ I IERE. BEOE
% | Parallel computer architecture | parallel programming language, load balancing
(6)
15 | B | avEa—&> X7 L0 AV 21— AT LOFHMEFE v Ial—va ik
% | Evaluation of computer | evaluation methodology of computer systems, simulation techniques
systems

B1E5 Prerequisite(s)
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Required study time, Preparation and review

B | &BECHL, & 15 B,

FF3RMOFE - EFICMA. ERARIHA27-00FERHEET S,
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Z | Each lesson requires (1) 1.5 hours of preparation, (2) 1.5 hours of reviewing, and (3) additional learning time to prepare for
the periodical examination.

B | #&&#8% KIT moodle |ICTER#HY 5,
BEE [avCa2—47—F70Fv] (LR E. #—L43D)

%= | Handouts of lectures will be released on the KIT moodle system.
Reference book: "2 > B2 —&2 7 —F 7 7 F ¥ " written by %iZ, & — L%t

B | #REE (FREHERBEEOLR—F) ORE% 100%E L CHRIETFMmETT .

o Performance evaluation of this subject will be conducted only by the term-end examination (written) (, or the term-end
assignment report).

=] CAVELI—RYRT L, AV —RT—FT0F v BLOVRATLTATTL (AVRAT A =T 4 VIV RT L)
ICBS9 22MLNLOMBEHET 5 L ERIRICERT 5,
CMEDOADER LTL R— b E2BOAMERLIZE LTRELAWZ &, £, LR—OFRTXEE5IBT 281, 5|BER
BHEIChN D LS ICL, HAZEHT S &, E2BRAEIAIET L, 5IAFDIERFEEHTHELEWVI &,

o - Itis assumed that students have undergraduate-level knowledge of computer systems, computer architecture, and system

programs (compilers, perating systems).
- Do not submit a report written by someone else as your own. When quoting text in your report, make sure the quoted part
is clearly indicated and cite the source. Do not quote excessively. Do not alter the quoted part, including typos.
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