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The purpose of this lecture is to acquire basic knowledge for applying artificial intelligence (machine learning) (Al/ML) to
master's thesis and doctoral dissertation research, and to learn how to use Google Colaboratory (abbreviated Colab) to learn
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ML on Google's cloud. Furthermore, by learning about practical applications in research, this course also aims to motivate
students to apply these techniques to their own research. The course is intended to include graduate and undergraduate
students not only majoring in electronics and information, but also in mechanical, materials, biology, design and architecture.
The lecturers are comprised of faculty members from the University of Aizu's Department of Computer Science and
Engineering, who have an excellent track record in research and education in the field of computer science and engineering,
and the faculty members of KIT who explore the application of Al/ML technologies to their own research project.

Lectures will be delivered online through interactive WebEx meetings using the learning management system Moodle. You
can also use Colab to learn the basics and applications of ML, and learn how to train and evaluate neural networks (NN).
Students can repeat learning with recorded lectures, and can use Moodle's Q&A forum function to ask questions about the
lecture content and the homework that is asked each time.

An attractive feature is the "manufacturing projects" that are carried out using the information environment of the
Information Science Center and Seminar Room. In addition to learning the knowledge and theory of ML using large-scale
neural networks through classroom lectures, you will also learn the following through practical exercises that apply that
knowledge to specific application tasks (wild animal detection, autonomous driving). (1) "Recognizing the gap between theory
and practice"; (2) “Acquiring practical skills"; (3) "Improvement of problem-solving ability": (4) "Real-world application".

FBDEEBE Learning Objectives

H | TRICET 2k4 BEEICAIANE (EFE) 26T 2BICEELRMHE (AIHEOES, MEOEN L. TR #wm) O

BIE. NR—UnHE, "R —UERBOMREERT S,

FROBER LT — B, BIRUE, BERH. BRSBLEREOLAER L OEEXERT 5,

BHFEOHL LT, RERETTA—FOERDZ =2 —FIL3xy bT7—0 L ES FEOEMZERT 5,

ANTHECRAOR A TCEELEMFEFETH S Support Vector Machine, Ensemble Learning. Random Forest, K-means
(k F9%) E52BET 5,

EE=a2—F)%xy b 7—7% (Deep Neural Network, DNN) (CESd 2 HEEBEim% 28, Colab #FL T DNN 0FH, 28, F

%475 RFNEEET 5,

FEEE (Deep Learning) # [HABWIKRH | & [BEEE] ICEAT2EE2ELC [BREEEROXvv 7ORH]. [E

BB XIL0BE], THERREHOR L] 2K,

Z | Learn important knowledge (history of artificial intelligence, problem formulation, exploration, inference) when applying
artificial intelligence (machine learning) to various engineering problems, and understand the concepts of pattern
classification and
Understand the relationship between the above concepts and applied areas such as data analysis, image processing, speech
recognition, and natural language processing.

As an example of machine learning, we will understand the basics of decision trees and neural networks, which have different
approaches.

Understand the important machine learning methods from the perspective of artificial intelligence applications, such as
Support Vector Machine, Ensemble Learning, Random Forest, and K-means.

Learn the basic theory of deep neural networks (DNNs) and acquire the skills to define, train, and evaluate DNNs using
Colab.

Through exercises that apply deep learning to "wild animal detection" and "self-driving", aim to "recognize the gap between
theory and practice," "acquire practical skills," and "improve problem-solving abilities." .
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H | ATHEDHE - ANIHNgEE1E?
- BOEMTITHE
- ANIHIBEDEE
- BEHAY
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Overview of artificial | - What is artificial intelligence?
intelligence - Related research area

- History of artificial intelligence
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- Historical person
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- TRICH T B IAED

- HREEEREOER
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Problem formulation

- What is machine learning? (Solvable and unsolvable problems)

- Input data (features), output (target variables), and evaluation indices in machine
learning

- Application examples in engineering

- Consideration of constraints and practicality

RBRZD1

- TUXLBER

- Closed U X b
-Open U X+

- RIEEER

- IBEERR

- B—axX M EER

b

Search part 1

- Random search

- Closed list

- Open list

- Depth-first search

- Breadth-first search

- Uniform cost search

RRZD?2

-k VRTayv o ER?
- RRELER
SA*T LY X L

i

Search part 2

- What is huristic?
- Best-first search
- A * algorithm

WEERE, REAN

- WWEERE L (L7

- |, wEA. Jr.
- B—bEEH

- BEA L ZNICE DK ERNIEERR

- REARDOEE

REICEDHER

- RERDEE

- 7HLRMIREROT YT

HEBRDIEALY,

Predicate logic and decision
tree

Predicate logic and decision tree

Za—AYVETILALKEER
Za—JLFxy +T—7

- Za—F0hxy TV DESE

- ZaAa—AYVETILEEER -SSRy FT—2

- BB -2 —-FLFRy b7 DFEE

- FHES 7 7 L BEHS

- AFSHKRE

- TensorFlow #A W= 2 —F L%y FT—0 DERLEE

i

Hierarchical neural networks
from neuron models

- History of Neural Networks

- Neuron Model and Hierarchical Neural Networks

- Learning in Hierarchical Neural Networks

- Computational Graphs and Automatic Differentiation
- Vanishing Gradient Problem

- Defining and Training Hierarchical Neural Netw

BHRANIAZa—F Iy b7
-7

- CNN DR & R
-CNN 0%H
- CNN {54
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- BBEE
BRIV R R 7
- TensorFlow # AL 7= CNN D EE EFE

Z | Convolutional neural networks | - Structure and Principles of CNN
Training of CNN
- Representative Examples of CNN
Transfer Learning
- Image Recognition Tasks
- Defining and Training CNN with TensorFlow
8 H | Al/ML & EIEETE - EEEIFICET 2 ATHEE - BEFEEOIGH
Z | Al/ML and circuit technology - Application of artificial intelligence and machine learning to circuit engineering
9 H | A/ML &9E - R - V& - MEMEFEICE 1T 2 AT - EREE OIS A
- MBS L HEEDEEM
- MEMELRICB T 2B FLFEEORE
- BHAIBED K R FERE(L
- RTFERBECERAVETILREFEOS®EL
% | Al/ML and material chemistry | - Applications of Al/ML to Material Chemistry
- Relationships between material structure and function
- Roles of quantum chemistry calculations to Material Chemistry
- Swarm intelligence & Particle Swarm optimization (PSO)
- PSO accelerad Quantum chem
10 | B | AlI/ML & stEMRIRIZ - FFEMERIZICE I B ATHE - RFEE 0IGH
= | AI/ML and computational | - Applications of Al/ML in Computational Materials Science
materials science
11 | B |#WHFEDOEE (Google | - FB=-a21—F /1y b7—7% (Deep Neural Network, DNN) (2BS9 % EitiEim%s B
Colaboratory # AL /=ES) (=N
- Colab & TensorFlow # AT DNN OEZER, #&. fHO%ET5 XAFLEEE
% | Implementation of machine | - Learn the basic theory of deep neural networks (DNN),
learning  (exercises using | - Learn skills to define, train, and evaluate DNNs using Colab and TensorFlow
Google Colaboratory)
12 | B | BZEBEOIGA | -1- 8 A 1| - BW : BESYORFHLFI L LT REZBICE I YBRE - B ERT 2,
E (5‘_\) BRAZE Y 2 —EE | - RELRAFE: BHARAH—2—T L3y b7 =0 BBFH, TensorFlow & Keras % 7l
ICCEREFE LTERE A
- BERIEBE - Y —JL: Google Colaboratory
- BERB CEXLAETILESIANY =27 7OA
(5 XRY —s3A % TensorFlow Lite ZE A)
& | Applications  of  Machine | - Objective: Understand object detection and recognition based on deep learning
Learning | -1- Held as an | using wild animal recognition as an example.
intensive exercise on August | - Required knowledge: Convolutional neural networks, transfer learning. Utilizes
1st (Friday) at the Information | TensorFlow and Keras
Science Center Exercise Room | - Required environment/too
13 | B | #MxE0IGA 1 -2- 8 A 1| - BW : BESYORFHEF & LT, REFBICE I YBRE - VB BRI 5,
E (i) FREF Y X —EE | - RERAFE: BHAAAZ 2 —FLry FT =7 EBBFEE, TensorFlow & Keras % F|
ICTEREEE L TER il
- BEARIERE - Y —JL: Google Colaboratory
- REEDE CHELAETILEIARNY =L I2F77AA
(7 XNY —s31|F TensorFlow Lite & A)
@ | Applications  of  Machine | - Objective: Understand object detection and recognition based on deep learning
Learning | -2- Held as an | using wild animal recognition as an example.

intensive exercise on August
1st (Friday) at the Information
Science Center Exercise Room

- Required knowledge: Convolutional neural networks, transfer learning. Utilizes
TensorFlow and Keras
- Required environment/too
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14 | B | HEZBoA I -1- 8 B | UTDEB2EME

1 H () BEHNFELVy4—& | - BEEE:

BEICTEPERE L TER Donkeycar simulator % i > /- BB EITRER
- BRY:
BWHPEENAT 27-0IC0ER, T—20BE, ¥8, #ROo—EORNEREL,
BESNIL—R Ty 0% 1AT-ODT—RE(ERT S

Z | Applications  of  Machine | Perform the following exercises in two parts

Learning Il -1- Held as an | - self-driving:

intensive exercise on August | Autonomous driving experiment using Donkeycar simulator

1st (Friday) at the Information | - Purpose:

Science Center Exercise Room | Experience the sequence of data acquisition, learning, and inference necessary to use
machine learning, and create data to

15 H | #2E oAl -2- 881 | UTOEE%=EHE
E (é) BHRREE 4 —EE | - B8EKL:
ICTEREBE L TERE Donkeycar simulator % {# - 7- BB E{TEER
- By
BB ZFARAT27-0ICnELR, T—XORE, 2B, #RO—EORNEZREL,
BESNEL—R b Zv 7% 1BTZODT—X%ERT 5
% | Applications of  Machine | Perform the following exercises in two parts

Learning Il -2- Held as an | - self-driving:

intensive exercise on August | Autonomous driving experiment using Donkeycar simulator

1st (Friday) at the Information | - Purpose:

Science Center Exercise Room | Experience the sequence of data acquisition, learning, and inference necessary to use
machine learning, and create data to

FE1EZ14+ Prerequisite(s)
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Required study time, Preparation and review
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#EETIE Moodle #5EA L £9, <Moodle [ ATHIRE (HWM=E) LA | 2025] ICEHFL TSN >
T & Moodle @ URL ICAEZR OB NI AFEHABRNRHINTLE

TR L TREBREER B LE 0]

ESCH

https://moodle.cis.kit.ac.jp/course/view.php?id=61579

1) R, MR SOZHLELELL £7, BHFEB2BELHRXFRFISAT I IEE2REL T, FHELTLEEY,
2) RZ 4 online TfT\L\, Moodle #FB L 3, EEDRENE% HE L. Moodle

NH-o7b, BTIELLZIL,

ICEHEET DT, BERICOLLHRVES

NI1IEEBEAYZ4»TcTA31A (k) EEFETT,

4)12EE~15BEMEZIINECTCSALE (&) EBFETT, BERNRETUTICHEHLET
- HEBOAR

AT 3 Network DIBE, X T LDOEBfZ

Simulator A 5 D HENE S DEE

Google Colaboratory(F 7z 1& GPU) % f - 7-%&

Simulator & Python %1 - 7-#sm, ROEITER

b

1) Itis advisable to take this course after taking linear algebra.
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2) We also welcome students from mechanical and materials fields. Please take this course with the aim of applying machine
learning to master's thesis research.

3) All lessons will be conducted online and Moodle will be used. We will record the content of each lesson and post it on
Moodle, so if you have any questions during the lesson, please see later.

4) The 11th class will be held online on July 31.

5) The 12th and 15th exercises will be conducted face-to-face on August 1. Information about the exercises is listed below
--Required knowledge: Hierarchical neural network (convolution, fully connected layer)
--Necessary development environment / equipment / tools

Windows or Linux machine

Google Colaboratory or GPU

Joystick (Logitech Joypad)

--Exercise content

Understanding the network used, understanding the system

Getting the teacher signal from the Simulator

Learning with Google Colaboratory (or GPU)

Inference and running experiments using Simulator and Python

HRIE SEE Textbooks/Reference Books

B | ZRE ;8 e, 80O fEif. ATHNE—A OEE, SRR, HITHAR, ISBN: 978-4-320-12419-6
sEE;
(1] ATHeetam. SiE BEITE. HiHAR. ISBN4-320-12116-3
[2] #LWATHIEE (ERER). siE B, 5K SCRHEE. 47— L. ISBN4-274-13179
[3] #FHAIFSU-—X, AIHMEE, #O B GHF. #— L, ISBN4-274-13200-5
[4] Artificial Intelligence: a moder
& | Textbooks; Zhao Koufu, Higuchi Tatsuo, Artificial Intelligence-From Al Basics to Intellectual Search, Kyoritsu Shuppan, ISBN:

978-4-320-12419-6

Reference book;

(1] AImgeism, B HEIFE. HITHAER. ISBN4-320-12116-3

[2] L WATHEE (BHER). sIE B B SCRHEE. 4 — L%, ISBN4-274-13179

BAEETIm D AR R O E%E Grading Policy

H | 1) Homework EEEL ~JL:FF& 60 ST
BE (or BE) OR. [TATYXLOMBICET 28R 45TMT 5] B8, £ 8BE~F 11 BIX, HEBEANRICET 2EE,
ZOBRBEEETRHINIE 60 =,
€ 2) Homework [SHEBEL AL 5FE 61~69 =
B (or EE) AN, LR L) ICMA T [FAIV I LOETERROE L O ETHT 5] HBE, 7 A7 Z LOEEICDWLTIE Python
& Google Colaboratory #EIfE5 FETY, —MOBEBRTIITRD AQ #FEWET GEHIZHER

& | € 1) Homework basic level: 60 points or less

Among the homework (or exercises), the task of "complete the description of the algorithm explanation". For the 8th to 10th
classes, questions about each lecture.
60 points if you submit all the assignments.

B EE18% Point to consider

B




